Primary energy reconstruction at KASCADE-Grande using the S(500) method
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Abstract: The KASCADE-Grande detector is hosted by the Karlsruhe Institute of Technology Campus North, Karlsruhe, Germany and is designed to record showers generated by primaries with an energy in the $10^{16}$-$10^{18}$ eV range. In a standard approach at KASCADE-Grande, the primary energy spectrum has been reconstructed based on a correlation between the muon size and the shower size. We present the result of a second method to reconstruct the primary energy based on another estimator, the charged particle density at 500 m distance from the shower axis, $S(500)$. The $S(500)$-derived primary energy for recorded events shows a systematic shift from the result of the standard approach, a feature which is not visible when reconstructing simulated events. This shift is larger than the estimated method-specific systematics. We explain this disagreement as mostly an effect caused by the simulations not accurately describing the shape of the lateral density distributions.
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1 Introduction

The primary energy of cosmic rays is inferred at KASCADE-Grande using techniques based on different EAS observables. Such techniques are applied independently from each other on the same shower samples (simulated or experimentally recorded showers) and comparison between results is possible. In the standard approach at KASCADE-Grande the primary energy is inferred from the correlation between the total size ($N_{\mu}$) and the muon size ($N_{\mu}$) of the shower. A second approach based on the charged particle density at 500 m from the shower axis - $S(500)$ is described in detail in this paper.

2 KASCADE-Grande

KASCADE-Grande is hosted by the Karlsruhe Institute of Technology - KIT, Campus Nord, Germany (49° N, 8° E) at 110 m a.s.l. It has roughly a rectangular shape with a length of $\approx$700 m. Historically the KASCADE-Grande detector array is an extension of a smaller array, the KASCADE detector [3]. The extension was guided by the intention to extend the energy range for efficient EAS detection to the energy interval of $10^{16}$-$10^{18}$ eV. The study described in this paper makes use of data recorded by the Grande component, a detector array of 37 scintillator stations with an area of $\approx 10^2$ m$^2$ each (Fig. 1).

3 The S(500)

It has been shown that, for a given detector, the charged particle density becomes independent of the primary mass at large fixed radial ranges from the shower axis [4]. For the case of KASCADE-Grande, based on CORSIKA [5] and QGSJet-II [6] simulations, this distance has been found to be 500 m (Fig. 2), hence the notation $S(500)$ for the value of the charged particle density in this
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particular case.

S(500) is used as a primary energy estimator and the primary energy of recorded events can be reconstructed using a simulation-derived \( E_0 - S(500) \) calibration (Fig. 3). The zenith angle distribution is peaked at \( \theta \approx 21^\circ \) therefore the calibration curve is derived from events with zenith angles close to this value. Simulations give us also the possibility to test and fine-tune the reconstruction procedure as a whole prior to applying it to real events. Thus the reconstruction is applied identically to both simulated and recorded events.

Before converting the recorded S(500) values into energy we have to account for the variable attenuation of the S(500) in the atmosphere depending on the zenith angle of the shower. This is achieved using the Constant Intensity Cut (CIC) method [8] which is based on the assumption that at full efficiency the same values in the integral fluxes from different zenith angles correspond to the same primary energy. In the frame of the CIC procedure we also evaluate the attenuation length of S(500), \( \lambda_{S(500)} = 402 \text{ g cm}^{-2} \), by assuming an exponential attenuation pattern for S(500) (Eq. 1).

\[
S(500)_\theta = S(500)_0 \exp \left[ \frac{-h_{0\circ}}{\lambda_{S(500)}} (\sec \theta - 1) \right] \tag{1}
\]

where:
- \( S(500)_\theta, S(500)_0 \) are the values of S(500) at zenith angles \( \theta \) and \( 0^\circ \);
- \( h_{0\circ} \) is the atmospheric depth at vertical incidence;
- \( \lambda_{S(500)} \) is the attenuation length for S(500).

4 Results and discussion

Fig. 4 presents the primary energy spectra from KASCADE-Grande (from the described approach based on S(500) and from the standard approach [2]) and the energy spectrum from KASCADE towards lower energies. It is important to note that the KASCADE-Grande spectra and the KASCADE spectrum are obtained with procedures relying on different interaction models (QGSJet-II versus QGSJet01) so the model-specific systematics are not the same. For KASCADE-Grande the S(500)-derived spectrum starts at a higher energy (log \( E_0 / \text{GeV} = 7.5 \)) than in the standard approach because the full efficiency threshold in the S(500)-based method is reached at higher energies. A single power law fit has a spectral index \( \gamma = -3.06 \pm 0.02 \) for the S(500)-derived spectrum.

The KASCADE-Grande spectra look similar in shape, but there is a shift between them, larger than the estimated method-specific systematics. The difference between the two methods is visible also in an event-by-event comparison (Fig. 5). At the same time the disagreement does not seem to appear when analysing simulated showers (Fig. 6). This suggests that in fact there is an inconsistency in the way simulations describe real showers (i.e. various observables). Indeed a comparison between simulated and experimental lateral charged particle density distributions (Fig. 7) shows that the data is situated outside the expected \((p, \text{Fe})\) range, towards elements heavier than Fe. Fig. 7 suggests that for a given S(500) the recorded shower size (i.e. integral of the curve) is smaller than the one predicted by simulations. Fig. 8 shows this effect.

We are looking for solutions to bring the simulated events in better agreement with the data such as:

- to decrease the simulated shower size or equivalently to require older showers, one can assume larger interaction cross sections, but this case seems to be discouraged by recent findings [11];
- higher muon multiplicity will increase the curvature...
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5 Conclusions

Two methods have been applied independently at KASCADE-Grande to reconstruct the primary energy for recorded and simulated showers. The results of the two approaches are compared. While for the case of simulations we observe good agreement between reconstructed energy values, for recorded events there is a discrepancy larger than the method-specific systematics. We explain this feature as an effect of simulations not accurately describing the data and we are seeking solutions to improve the agreement between data and simulations.
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**Fig. 5**: Ratio between the reconstructed energy in the standard approach, \( E_{0}^{N_{0}-N_{\mu}} \), and the energy from S(500), \( E_{0}^{S(500)} \); the plot is a profile with box errors showing the spread of data and the bar errors the error of the mean.

**Fig. 6**: Event by event representation of the ratio between the reconstructed energy and the true energy as dependence with the primary energy for the two approaches applied on simulated events (five masses in fairly equal proportions); the plots are profiles with the box errors showing the spread of data.

**Fig. 7**: Averaged lateral charged particle density distributions for simulations (CORSIKA/QGSJet-II p and Fe showers) and experimental data, for events with \( \theta \approx 21^\circ \) to avoid effects induced by attenuation in the atmosphere; the continuous lines are Linsley \(^{10}\) fits.

**Fig. 8**: The correlation between the shower size (as in the standard reconstruction approach) and the S(500) for p and Fe simulated events and for experimental data; the plots are profiles with error bars showing the spread of data.